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Introduction
Domain adaptation: Directly learn a model for a task in a particular 
domain with too few instances of in-domain data

Fine-tuning:
1) Pretrain a model on a large amount of
out-of-domain but task-relevant data,
2) Further train the pretrained model
on in-domain data until convergence

Gradual FT: Iteratively train a model
to convergence on data whose
distribution progressively approaches
that of the in-domain data.

Conclusions
Gradually fine-tuning in a multi-stage process can:
    - yield substantial gains over one-stage FT
    - be applied without modifying the model or objective

Results

Datasets
Dialogue State Tracking
MultiWOZ v2.0:
    N-1 → {Rest., Hotel}

Event Extraction
ACE 2005:
    English → Arabic

Method
- Train a model on a sequence of 
datasets, each of which would be 
increasingly difficult to learn on its 
own due to its small size.

- At each stage, we increase the
similarity between the current
domain and the target domain,
which enables the model to
potentially better fit the
distribution of the target domain.

Johns Hopkins University, †University of Rochester

Rest. Hotel


